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https://www.bbc.co.uk/news/education-53787203

https://inews.co.uk/news/education/a-level-algorithm-what-ofqual-grades-how-
work-results-2020-explained-581250

https://www.wired.com
/story/an-algorithm-
determined-uk-
students-grades-
chaos-ensued/



AI is used in many decision-making applications

Credit Employment Admission HealthcareSentencing
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Fair and explainable 
AI pipelines
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Machine learning
Algorithm selection

Deep learning
Neural network design

Natural Language Processing
Interactions between computers and 
human languages

Artificial intelligence
Systems architecture

@MargrietGr



Output

Credit
Risk
Model

Train
Algorithm

John X
§ credit_score=800
§ age=25
§ income=$900,000
§ works in Oil & Gas

Historical Loans

Label

No Risk

Example: credit risk
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No Risk

Output

Risk

James Y
§ credit_score=900
§ age=55
§ income=$1,200,000
§ works in Insurance

New Applicant

Credit
Risk
Model

Example: credit risk
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Train model
@MargrietGr



Train model

Deploy model
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Train model

Deploy model

Monitor model
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Train model

Deploy model

Monitor model

New data

Retrain model
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AI pipeline

Data Scientist App Developer AI Ops
Build AI Run AI Operate  AI

Watson OpenScale

Fairness & Explainability

Inputs for Continuous Evolution

Business KPIs and production 
metrics

Watson Studio Watson Machine             
Learning

Build Deploy and 
run

Business user
Consume AI

Data Exploration

Data Preparation

Model Development

Model Deployment

Model Management

Retraining

Watson Knowledge 
Catalog

Data Profiling

Quality  and Lineage

Governance

Organize and 
Govern data

Data Engineer

Organize 
Data for AI

Operate 
trusted AI



IBM Cloud Pak for Data
Fully-integrated data and AI platform

Developer benefits…

§ Full control over your data and its privacy

§ Seamless integration of developer tools -- streamlines 
work by creating a pipeline for collecting, organizing, 
analyzing, and consuming data

§ Single platform for data management and analysis, 
allowing developers to easily manage data connections 
and access to analysis tools

§ Core operational services provided, including logging, 
monitoring, and security

Cloud Pak for Data…

§ Runs on Red Hat OpenShift and is a fully-integrated data 
and AI platform

§ Supports multi-cloud environments such as AWS, Azure, 
Google Cloud, IBM Cloud, and private clouds

§ Allows you to build, deploy, and manage ML models that 
scale throughout the organization and automates the AI 
lifecycle

§ Enables integrations to popular open source and cloud 
native tools, as well as IBM application middleware and 
development services

Get started today by visiting: https://ibm.biz/cpd-experiences
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Advanced
Technologies

Cloud Paks

Foundation

Infrastructure

AI Blockchain Quantum

Cloud Pak for
Applications

Cloud Pak for
Data

Cloud Pak for
Integration

Cloud Pak for
Automation

Cloud Pak for
Multicloud
Management

Open Hybrid Multicloud Platform

IBM public
cloud

AWS Microsoft
Azure

Google
Cloud

EndpointsPrivate IBM Z
IBM LinuxOne
IBM Power
IBM Storage

Consulting
Services

Strategy Migration Development Management

IoTAnalytics

ISV Applications/Solutions

Build once. Deploy anywhere. 

Cloud Pak for 
Security
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AI pipeline in Cloud Pak for Data (aaS)
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Fair and explainable 
AI pipelines



Is your model treating 
different classes fairly?
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Can you explain your 
model results?

https://www.bbc.co.uk/news/education-53787203
@MargrietGr



FAIRNESS EXPLAINABILITYROBUSTNESS LINEAGE

Trusted AI Lifecycle through Open Source
Pillars of trust, woven into the lifecycle of an AI application

Adversarial 
Robustness 360 

↳ (ART)

AI Fairness 
360 

↳ (AIF360)

AI Explainability 
360 

↳ (AIX360)

github.com/IBM/adversa
rial-robustness-toolbox

art-demo.mybluemix.net

github.com/IBM/AIF360

aif360.mybluemix.net

• github.com/IBM/AIX360

aix360.mybluemix.net

Is it fair? Is it easy to 
understand?

Is it accountable? Did anyone 
tamper with it?

AI FactSheets
360

↳ (AIFS360)

•

aifs360.mybluemix.net



Agenda 08:45 - 09:00: Enrolment & Setup

09:00 - 09:10: Introductory remarks

09:10 - 09:30: Fair and Explainable AI

09:30 - 10:15: Remove Unfair Bias in Machine Learning

10:15 - 10:30: Break

10:30 - 11:05: Explain Machine Learning Models

11:05 - 11:40: Build a machine learning model and monitor the performance, bias and drift

11:40 - 11:50: Summary & Next Steps including Q&A

11:50 - 12:00: Closing remarks
@MargrietGr



https://margriet-groenendijk. 

gitbook.io/trusted-ai-workshop
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Part 1: Remove 
Unfair Bias in 
Machine Learning



@MargrietGr (Hardt, 2017)



What is Fairness?

There are 21 definitions of fairness

Many of the definitions conflict 

The way you define fairness impacts bias
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AI Fairness 360 
↳ (AIF360)
https://github.com/IBM/AIF360

Toolbox
Fairness metrics (70+)
Fairness metric explanations
Bias mitigation algorithms (10+)

http://aif360.mybluemix.net/ Designed to translate new research 
from the lab to industry practitioners 

(using Scikit Learn’s fit/predict 
paradigm)

Leading Fairness 
Metrics and 

Algorithms from  
Industry & 
Academia

Extensible 
Toolkit for 
Detecting, 

Understanding, & 
Mitigating 
Unwanted 

Algorithmic Bias
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Fairness Metric – a 
measure of unwanted 
bias in training data or 
models

Favorable Label – a label 
whose value corresponds 
to an outcome that 
provides an advantage to 
the recipient

Protected Attribute – an 
attribute that partitions a 
population into groups 
whose outcomes should 
have parity (ex. race, 
gender, caste, and 
religion)

Privileged Protected 
Attribute – a protected 
attribute value indicating 
a group that has 
historically been at 
systemic advantage

Group Fairness – Groups 
defined by protected 
attributes receiving 
similar treatments or 
outcomes

Individual Fairness –
Similar individuals 
receiving similar 
treatments or outcomes

Fairness Terms

@MargrietGr



LEGEND

How To Measure Fairness – Some Group Fairness 
Metrics

Statistical Parity 
Difference

Disparate
Impact

Equal Opportunity 
Difference@MargrietGr



Where Can You Intervene in the Pipeline?

• If you can modify the Training Data, then pre-processing can be used  

• If you can modify the Learning Algorithm, then in-processing can be used

• If you can only treat the learned model as a black box and can’t modify the training data 
or learning algorithm, then only post-processing can be used

Post-Processing 
Algorithm

Bias mitigation algorithm 
applied to predicted 

labels

Pre-Processing 
Algorithm

Bias mitigation algorithms 
applied to Training Data

In-Processing   
Algorithm

Bias mitigation algorithm 
applied to a model during 

its training
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Tradeoffs - Bias vs. Accuracy

1. Is your model doing good things or bad 
things to people?
– If your model is sending people to jail, 

may be better to have more false 
positives than false negatives

– If your model is handing out loans, 
may be better to have more False 
Negatives than False Positives

2. Determine your threshold for accuracy vs.  
fairness based upon your legal, ethical 
and trust guidelines

LEGAL
Doing what is legal is top priority (Penalties)

ETHICAL
What’s your company’s Ethics (Amazon Echo)

TRUST
Losing customer’s Trust costly (Facebook)
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Preventing Bias Is Hard!

Caveat: AIF360 should 
only be used with well 

defined data sets & 
well-defined use cases

Apply the earliest 
mitigation in the 

pipeline that you have 
permission to apply

Check for bias as often 
as possible using any 

metrics that are 
applicable

Work with your 
stakeholders early to 

define fairness, 
protected attributes & 

thresholds
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Hands-on

Part 1: Remove Unfair 
Bias in Machine 
Learning



Break 
until 
10:30 
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Part 2: Explain 
Machine Learning 
Models
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http://aix360.mybluemix.net/FICO Explainable Machine 
Learning Challenge dataset

@MargrietGr

Use the information about the applicant in their credit 
report to predict whether they will make timely payments 
over a two-year period

http://aix360.mybluemix.net/
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ExternalRiskEstimate is an important 
feature positively correlated with 
good credit risk. 

The jumps in the plot indicate that 
applicants with above average 
ExternalRiskEstimate (the mean is 72) 
get an additional boost.
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Hands-on

Part 2: Explain 
Machine Learning 
Models



Part 3: Monitor 
the performance, 
bias and drift



AI pipeline in Cloud Pak for Data (aaS)
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Hands-on

Part 3: Monitor the 
performance, bias and 
drift
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Drift
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Drift
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Summary



FAIRNESS EXPLAINABILITY

AI Fairness 
360 

↳ (AIF360)

AI Explainability 
360 

↳ (AIX360)

github.com/Trusted-
AI/AIF360

aif360.mybluemix.net

• github.com/Trusted-
AI/AIX360

aix360.mybluemix.net

Is it fair? Is it easy to 
understand?
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